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a b s t r a c t 

This article presents new progress of shock capturing on unstructured dynamic grids by using adaptive 

mesh refinement (AMR) method in conjunction with artificial diffusivity (AD) under the framework of 

flux reconstruction (FR)/correction procedure via reconstruction (CPR) method. The proposed AMR algo- 

rithm is applicable even when the grid undergoes dynamic motion. It features an innovative data struc- 

ture that is capable of direct addressing in managing the system of cells on multiple levels of refinement. 

A conservative mortar method is used to handle non-conforming interfaces resulted from cell subdivi- 

sion. The AD is added in regions of strong dilatation to counter the Gibbs oscillation that is disruptive to 

high-order solutions when shock discontinuities exist. Several test cases are used to verify that this FR- 

AMR- AD framework can achieve high-order accuracy for smooth flows, and obtain stable solution with 

the presence of shock discontinuity. By further limiting the shock within subdivided adjacent cells, a 

sharp shock solution can be obtained with reduced amount of AD addition, hence errors from adding 

dissipation, on dynamically refined grids. 

© 2016 Elsevier Ltd. All rights reserved. 
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. Introduction 

The task of resolving shock discontinuity is an integral part of

 wide range of numerical simulations, such as shock/boundary-

ayer interaction, scramjet and space weather modelling. Develop-

ng high-order accurate, non-dissipative numerical schemes to re-

olve shock discontinuities and various scales of turbulence is crit-

cal to understand and predict the complex physical phenomenons.

onstructing numerical schemes that are able to achieve high-

rder accuracy, non-dissipation and capture a sharp representation

f shock discontinuities is especially challenging in the aforemen-

ioned applications where unsteady, non-linear effects are domi-

ant. Besides, the formidable amount of grids in these simulations

n order to capture the complex physics calls for more efficient,

ynamic way of grid management methods. 

High-order methods are known for their ability to achieve ac-

urate solution on relatively coarse grids. FR/CPR [38] method is

ne of this family, which is related to spectral difference (SD)

ethod introduced by Kopriva and Kolias [27] . SD method adopts
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 differential form of governing equations, and locally approxi-

ates the solution with element-wise high degree polynomials.

uynh [18,20] introduced FR method as a new approach to achieve

igh-order accuracy and resolution. FR method improves the effi-

iency of SD method by using a number of flavours of correction

unctions. This method was applied in solving diffusion problems

ith quadrilateral meshes by Huynh [19] . Wang and Gao [44] ex-

ended it the triangular and mixed meshes under lifting colloca-

ion penalty framework. FR is considered one of the most efficient

igh-order schemes in terms of the number of operations. Liang

28,29] reported 27% of efficiency gain by FR over Spectral Differ-

nce for inviscid flow and 40% for viscous flow in some cases. 

With the presence of shock waves, the lack of an effective mesh

efinement mechanism often leads to divergence of the solution.

hock-fitting or using a size function during mesh generation can

e effective, provided that where to refine is already known. In

ontrast, requiring no a priori knowledge, AMR method is capable

f dynamically increasing mesh resolution near shock discontinu-

ties, and capture a sharp profile. The difficulty arising with AMR

s the management of the data structure. To overcome the im-

utability of preallocated (dynamic/static) arrays, a tree-like data

tructure is usually used to track the addition/deletion of cells on

he fly. Data structures that fall in this category include list-based

http://dx.doi.org/10.1016/j.compfluid.2016.03.025
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[5] , cell-based [35] and block-based [40] structures. The newly cre-

ated sub-cells, along with its associated information, will be bun-

dled as a node, then appended or inserted to a tree-like data struc-

ture. Therefore, they will face the problem of indirect address-

ing when retrieving information on a certain node. The complex-

ity grows substantially as the size of the hierarchical grid system

grows. How often the remeshing occurs is also a factor. Berger and

Oliger [11] firstly used a logically rectangular patch which is suit-

able for tracing moving discontinuities on Cartesian grids. Collela

[2] combines this technique with boundary embedded method to

be able to apply on complex geometries. Although it is still hard to

achieve high-order accuracy or extend to three dimensional sim-

ulations. Ying [46] used space filling curve (SFC) to interpret the

hierarchical information along the curve without resorting to lin-

ear search. Although indirect addressing is avoided, this method

still has its limitation on unstructured or moving/deforming grid.

The AMR method proposed here combines the properties of SFC

and cell-based structure. It is capable of direct addressing on mov-

ing/deforming grids. Only minimal run-time cost occurs during

data retrieving. Depending on the choice of refining criteria, a cer-

tain cell or a patch of cells can be easily refined to multiple levels

of sub-cells. We term this property as spatio-hierarchical aware-

ness. Details will be discussed in Section 3.2 . 

AD method can remove spurious oscillation and acquire sta-

ble and physical-related solutions by adding localized diffusion

to shock regions. It can be easily extended to multi-dimensional,

complex geometry, compared to developing a flux limiting scheme.

The original idea for AD is pioneered by von Neumann and Richt-

meyer [43] . Non-linear artificial viscosity is added uniformly, thus

the removal of shock is at the expense of smearing discontinuity.

Jameson et al. [23] constructed flexible addition of AD, which de-

pends on local pressure gradient, in the context of unstructured

finite volume method to produce steep representation of shocks.

Cook and Cabot [13] proposed a method in a high-order centered

differencing framework to dynamically add high-wave number bi-

ased AD. A sensor based on the magnitude of highest-order coeffi-

cients is used to combine high-order discretization and piecewise-

constant AD. Persson and Peraire [34] used a sensor based on

the highest-order coefficient of the solution to detect and intro-

duce element-wise AD in discontinuous Galerkin (DG) and demon-

strate sub-cell resolution. Also in DG method, Barter and Darmo-

fal [6] proposed a PDE-based, isenthalpic formulation of AD. Haga

and Kawai [17] extended localized AD to FR method with a fil-

ter for smooth representation on unstructured grid. Kawai and

Lele [24] and Premasuthan et al. [36] extended and modified Cook

and Cabot’s idea to curvilinear and unstructured grids, wherein

grid-dependent, localized transport coefficients were dynamically

added. The current study follows their formulation and incorpo-

rates it onto moving/deforming mesh with dynamic grid adaptiv-

ity. 

This article is organized as the following: Section 2 introduces

the governing equations, Section 3 addresses FR method, the prin-

ciples and working conditions of the AMR method, the mortar

method, and followed by the details of the formula of the AD

method. Section 4 includes the numerical tests. 

2. Governing equations 

2D compressible Euler equations in the conservative form are

considered for modelling. The governing equations are 

∂Q 

∂t 
+ 

∂F 

∂x 
+ 

∂G 

∂y 
= 0 , (1)

where Q = [ ρ, ρu, ρv , E] T is the vector of the conservative vari-

ables and F, G are inviscid fluxes, which have the vector
epresentation as the following: 

 = 

⎧ ⎪ ⎨ ⎪ ⎩ 

ρu 

p + ρu 

2 

ρu v 
u (E + p) 

⎫ ⎪ ⎬ ⎪ ⎭ 

− F ad , (2)

 = 

⎧ ⎪ ⎨ ⎪ ⎩ 

ρv 
ρu v 

p + ρv 2 
v (E + p) 

⎫ ⎪ ⎬ ⎪ ⎭ 

− G ad , (3)

n which, total energy can be expressed as E = 

p 
γ −1 + 

1 
2 ρ(u 2 + v 2 ) ,

nd γ = 1 . 4 is the ratio of specific heats. F ad and G ad are artificially

dded viscous flux, and will be discussed in the Section 3.4 . 

Iso-parametric mapping is employed to relate each physical cell

f an unstructured mesh ( x, y ) to a standard computational ele-

ent ( ξ , η) ∈ [0, 1] × [0, 1], which allows universal polynomial

econstruction regardless the actual size/shape of the grids. The

ransformation can be described as 

 (ξ , η, τ ) = 

K ∑ 

i =1 

M i (ξ , η) x i (τ ) (4)

here K is the number of points used to define the physical ele-

ent, and M i are shape functions. The derivatives of Eq. 4 forms

he Jacobian matrix and its inverse 

 = 

∂(x, y, t) 

∂(ξ , η, τ ) 
= 

[ 

x ξ x η x τ
y ξ y η y τ
0 0 1 

] 

, (5)

 

−1 = 

∂(ξ , η, τ ) 

∂(x, y, t) 
= 

[ 

ξx ξy ξt 

ηx ηy ηt 

0 0 1 

] 

= 

1 

|J | S, (6)

here S and |J | are the transpose of the cofactor matrix and the

acobian of J , respectively. 

The transformed equations on the computational domain take

he forms 

∂ ̃  Q 

∂τ
+ 

∂ ̃  F 

∂ξ
+ 

∂ ̃  G 

∂η
= 0 , (7)

here 
 

 ̃

 F ˜ G ˜ Q 

⎤ ⎦ = |J |J 

−1 

[ 

F 
G 

Q 

] 

, 

ake into account the Geometric Conservation Law (GCL) 

 

 

 

 

 

 

 

 

 

 

 

 

 

∂|J | ξx 

∂ξ
+ 

∂|J | ηx 

∂η
= 0 , 

∂|J | ξy 

∂ξ
+ 

∂|J | ηy 

∂η
= 0 , 

∂|J | 
∂τ

+ 

∂ 

∂ξ
( |J | ξτ ) + 

∂ 

∂η
( |J | ητ ) = 0 . 

(8)

he first two in Eq. 8 are satisfied automatically if theisoparamet-

ic mapping is defined analytically. Correctly enforcing the GCL de-

ends on the calculation of the evolving metrics and |J | . If we

xpand Eq. 7 , the solution variables ˜ Q and the fluxes ˜ F , ˜ G in the

omputational space will acquire the following expression, 
 

 

 

 

 

˜ Q = |J | Q , ˜ F = |J | (Q ξt + F ξx + G ξy ) , ˜ G = |J | (Q ηt + F ηx + G ηy ) . 

(9)
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Fig. 1. 4th Order FR, solution (circle) and flux (square) points placement. 
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Notice that in free-stream situation where Q is constant, ∂ ̃  F 
∂ξ

+
∂ ̃  G 
∂η

will contain a term, 

 

(
∂|J | ξt 

∂ξ
+ 

∂|J | ηt 

∂η

)
. (10) 

ailure to enforce the GCL will be equal to introduce additional

ource term, and make the governing equations non-conservative.

n [1,33] , the metrics are solved as a conservative variable with the

ame time integrator. What we used in the current study, similar

o [47,48] , is to introduce a source term to cancel Eq. 10 at every

tage of the Runge-Kutta scheme, and calculate |J | directly accord-

ng to the grid motion. 

This idea can be illustrated by examining the formulation of

esidual. The first term in Eq. 7 can be expressed as 

∂ ̃  Q 

∂τ
= 

∂ ( |J | Q ) 

∂τ
= |J | ∂Q 

∂τ
+ Q 

∂|J | 
∂τ

. (11) 

ubstitute the GCL into the above equation and rearrange, we will

btain the residual R 

 = 

∂Q 

∂τ
= 

1 

|J | 
{

−
[

∂ ̃  F 

∂ξ
+ 

∂ ̃  G 

∂η

]
+ Q 

[
∂(|J | ξt ) 

∂ξ
+ 

∂(|J | ηt ) 

∂η

]}
(12) 

= 

1 

|J | 
{

−
[

∂ ̃  F 

∂ξ
+ 

∂ ̃  G 

∂η

]
+ source 

}
. (13) 

herefore, GCL is satisfied by using the source term above to

ounter the Eq. 10 , which arises from the unsteady transformation.

he spatial convergence tests can be found in Section 4.1 . 

. Numerical methods 

.1. FR method 

In the current FR method, the conservative variables and

uxes are interpolated through Legendre-Gauss polynomial. Solu-

ion points are placed on the roots of Legendre-Gauss polyno-

ial, which are entirely interior points of the computational cell. N

uadrature points are used to construct (N − 1) order polynomial

n each direction through Lagrange interpolating basis function 

 i (x ) = 

N ∏ 

s =1 ,s � = i 
( 

X − X s 

X i − X s 
) . (14)

The reconstructed polynomial for conservative variables in the

tandard element is a tensor product of two one-dimensional poly-

omials 

 (ξ , η) = 

N ∑ 

j=1 

N ∑ 

i =1 

˜ Q i, j 

| J i, j | h i (ξ ) · h j (η) . (15)

The reconstructed flux polynomials take the form of element-

ise continuous function 

 

 (ξ , η) = 

N ∑ 

j=1 

N ∑ 

i =1 ̃

 F i, j h i (ξ ) · h j (η) , (16) 

 

 (ξ , η) = 

N ∑ 

j=1 

N ∑ 

i =1 ̃

 G i, j h i (ξ ) · h i (η) . (17) 

Fig. 1 shows that a 4th-order FR has collocated solution/flux

oints in the cell interior, which shows F and G are stored on the

ame set of quadrature points. And the boundary flux points are

sed to calculate ̃  F i j (continuous flux representation within a cell)

hrough the correction function. 
Those flux points on the boundary are responsible for calcu-

ating the common fluxes on the interfaces of two adjacent cells.

nviscid common fluxes at interfaces are calculated using Riemann

olver, for example, Rusanov solver 

 

 

com = 

1 

2 

{ F L + F R − (| ̄V n | + c̄ ) · (Q R − Q L ) · | � S ξ | · sign ( � n · � S ξ ) } , (18)

here � n is the normal direction of interfaces, V̄ n is the normal ve-

ocity component and c̄ is the sound of speed. A correction proce-

ure is then applied to form a continuous flux. A continuous flux

an be mathematically described in ξ direction as 

 

 

c 
i j (ξ ) = ̃

 F i j (ξ ) + 

[ ˜ F com 

j− 1 
2 

−˜ F j (0) 
] 

g LB (ξ ) + 

[ ˜ F com 

j+ 1 2 

−˜ F j (1) 
] 

g RB (ξ ) , 

(19) 

n which 

˜ F com 

j− 1 
2 

and 

˜ F com 

j+ 1 
2 

are common flux on the left and right cell

nterface, ˜ F j (0) is discontinuous flux at cell interface, and i, j are

olution/flux points indices. The correction function g of interest is

asted as g DG in [19] . It is defined on the left cell boundary as 

 DG,LB = 

(−1) N 

2 

( P N − P N−1 ) , (20) 

here P N represents n -th order Legendre polynomial. g DG, LB is re-

uired to be 1 at ξ = 0 and 0 at ξ = 1 . N -th order g DG is required

o vanish at N − 1 Legendre-Gauss quadrature points. These points

re roots of P N−1 , and are different locations from the roots of

 N , which is the choice of solution points on N -th order. In other

ords, g DG requires correction to all interior solution points. The

ontinuous flux G 

c 
i j 

and its derivative in η direction can be ob-

ained with the same procedures. 

.2. Direct-addressing AMR on moving/deforming mesh 

In the proposed AMR data structure, each geometry entity —

ell, face or vertex — has a unique ID in global integer indexing

pace. This approach is similar to the one used in Bell et al. [9] ,

hile we extended it to unstructured, dynamic grids from Carte-

ian grids. The representation of geometry entities takes into ac-

ounts its geometrical and hierarchical dependency. To demon-

trate how this way of representation leads to direct-addressing,

n example of an arbitrary quadrilateral two dimensional grid is

iven in Fig. 2 . If cell k on level i is about to be refined with a re-

nement ratio of 4, then its sub-cells on level i will be 4 k + N i + p,

n which N i is the cell numbers on level i and 1 ≤ p ≤ 4. This sim-

le incremental relationship completely eliminates the need for re-

ursive search in order to locate the sub-cells of any selected cell.

he connectivity within each level can be precalculated and stored

uring the initialization stage of the code. Face/vertex tagging can
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Fig. 2. Cell k on level i (left) and its sub-cells on level i + 1 (right). N is the number of cells on level i . 

Fig. 3. Proper-nesting assumption. 
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be achieved in the same fashion. The proposed AMR data structure

results in a clean and robust code. We proceed to discuss the pro-

cedures and conditions of implementing the AMR method, which

is followed by an analysis of the merits and trade-off. 

The procedures for performing AMR on moving/deforming grid

is given in Algorithm 1 . Currently, as a precursory study, we use

the same time step size for grids on all levels of refinement. The

maximum level of refinement is arbitrarily determined at the be-

ginning of the calculation. 
Algorithm 1 AMR Refining 

maxLoR ← a � maximum level of refinement 

�t ← b � global time step size 

σ ← c � an very small positive number 

procedure Adaptive Refining on dynamic grids ( q, β�, m o ) 

Input conservative variables q , artificial bulk viscosity β� and 

motion parameter m o 

repeat 

for i ← 0 , maxLoR − 1 do � refine 

for j ← 1 , N i do 

if βa v ( j, i ) ≥ σ then 

Refine 

q (4 · j + N i + k, i + 1) ← q ( j, i ) , 1 ≤ k ≤ 4 � L 2 

projection 

end if 

end for 

end for 

check proper-nesting principle 

check inter-level boundary alignment 

update Jacobian etc. according to grid motion m o 

until t = t terminal 

end procedure 

3
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F  
It is shown that in Algorithm 1 , non-zero artificial bulk viscos-

ty β� is chosen as the sensor to trigger refinement. We will show

n Section 3.4 that β� is regulated by a switch s β , which acts as a

ood indication for strong dilatation in the cases where shocks are

resent. The procedure for coarsening can be defined in a similar

ashion. The criterion for coarsening is simply the opposite, which

s that β� of all sub-cells are arbitrarily small at the same time.

ow frequently Algorithm 1 and its coarsening counterpart are en-

bled in response to the change in flow field is arbitrarily set. 

.2.1. Four enabling conditions 

Furthermore, four conditions are enforced to enable this

ethod. The first condition is called the properly-nested assump-

ion [10,16,46] , which is illustrated in Fig. 3 . This condition consists

f three requirements. First, a level i + 1 refined region of cells is

ontained in the interior of level i refined region, unless the fine

nd coarse regions coincide with each other on the boundaries.

econd, the coinciding boundaries can only align on the bound-

ry of the entire computational domain, instead of the interior, as

n Fig. 3 (b). Third, the difference in level of refinement (LoR) be-

ween adjacent cells can not be greater than one. Fig. 4 shows

ow to apply this requirement to maintain grid validity, when at-

empting to make a level i + 1 cell, all the neighboring cells have

o be on level i . This requirement also simplifies the type of mortar

nterface that are encountered in implementing our AMR method.

ince the refinement ratio is 4 (i.e. one targeted cell is subdivided

nto 4 sub-cells), the only possible mortar is the one shown in

ig. 11 (b). Specifically, the non-conforming interfaces maintain a

-to-1 configuration, that is 2 contributing sub-domain interfaces

n one side, and 1 contributing sub-domain interface on the other

ide. 

The second condition also concerns grid quality. As shown in

ig. 5 , when refining cells on curved boundary, the newly created
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Fig. 4. Applying proper-nesting assumption to maintain grid validity. 

Fig. 5. Curve-fitting newly created mid-node. 
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Fig. 6. Realignment of non-quad element occurred during mesh motion. 

i  

t  

n  

d

3

 

t  

c  

t  

g  

i  

c  

b  

T  

w

 

fi  

b  

i  

t  

F  

u  

m  

d

 

a  

e  

n

 

p  

l  

o  

f  

e  

t  

c  

t

 

c  
id-face point should be curve-fitted in order to yield accurate re-

ults. 

The third condition, arising during the moving/deforming grids,

s called inter-level boundary synchronization condition [3] . When

ll the vertex points are allowed to move freely, it could result in

on-quadrilateral cells, shown in Fig. 6 . This would violate the cal-

ulation of the Jacobian and the fourth condition, which is L 2 pro-

ection of the solutions between different levels. 

The fourth condition is inter-level data transferring condition.

uring accuracy test in Section 4.1 we found that, two-dimensional

nterpolation, which is usually a choice of smoother for the so-

utions, produces less accurate results. Instead, a two-dimensional

 

2 projection between fine and coarse levels is employed [25] . The
mprovement is substantial, and makes the test case able to re-

ain high-order accuracy. It is a natural extension of the tech-

iques described in Section 3.3 . All test cases in Section 4 use two-

imensional L 2 projection. 

.2.2. Compact, contiguous memory layout 

The storage strategy of the current data structure is designed

o achieve low redundancy and low operation count on a chunk of

ontiguous memory space, while maintaining direct addressing at

he same time. An example of a domain having 4 cells originally is

iven in Fig. 7 to illustrate the storage strategy. The original cells,

.e. level 0 cells, are stored in an array in Fig. 7 (a), which is allo-

ated on a chunk of contiguous memory. The cells are assumed to

e numbered counter-clockwise, starting from the lower left one.

he cell numbering on level 0 is entirely up to the meshing soft-

are/algorithm used, does not affect our memory management. 

In Fig. 7 (b), if cell 4 on level 0 is flagged by the sensor as the

rst cell needs to be refined. Its sub-cells, 17–20, are stored at the

eginning of the continuous memory space allocated for level 1,

nstead of the 17th–20th entries of the level 1 array. The size of

he contiguous memory space for level i, i ≥ 1 is predetermined.

or cases of shock capturing, 20% of the total cells on level i will

sually be sufficient. The location of a newly created sub-cell in the

emory space of level i is mapped to a separate sequence array for

irect locating. 

In Fig. 7 (c), if the sensor proceeds to identify cell 1 on level 0

s the next cell to be refined. Its sub-cells, 5–8, simply trails the

xiting cells on level 1. The tail indicator, which is set to be the

umber of employed cells, is increased to 8. 

In Fig. 7 (d), cell 7 on level 1 needs to be refined. Due to the

roperly nested condition introduced in Section 3.2.1 , cell 2 on

evel 1 needs to be refined as well. The newly created cell 29–32

n level 2 will be placed in the beginning of the memory space

or level 2. Since cell 7 on level 1 is no longer employed, the last

mployed cell in the memory space of level 1 is copied to its loca-

ion, therefore the memory space maintains contiguous. After the

opying operation, the tail indicator and the sequence array need

o be updated accordingly. 

The property of the current memory management techniques

an be described as “virtually existing everywhere, but selectively
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Fig. 7. An illustration of compact and contiguous memory layout during AMR process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Pressure contour in the supersonic bump case ( Section 4.3 ) and zoom-in 

location, where the second shock stems. 

o  

A  
and compactly stored”. Since the connectivities on each level of re-

finement are precomputed and stored, the hierarchical dependency

of a certain sub-cell is also known at the beginning of the calcula-

tion due to the direct-addressing nature described in Fig. 2 , there is

no need to search and insert it to a hierarchical location as in tree-

based data structures, hence “virtually existing”. If we take another

look at the cell sequence on level 1 in Fig. 7 (d), we can get the

following observations. The sequence does not necessarily starts

from the first sub-cell on level 1. Although the memory space is

contiguous, the cells stored in it are not necessarily continuously

numbered, hence “compactly stored”. 

3.2.3. Robustness and efficiency 

The benefits of this AMR method is its simplicity and robust-

ness. In the current data structure, there is a main grid on each

LoR, which forms the object (as in the context of object-oriented

programming). Regardless the object is the global array (FORTRAN)
r pointer (C/C++) to the computational cells, the non-AMR and

MR simulation share the same set of subroutines, i.e. numeri-
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Fig. 9. Hierarchical grid structure in multilevel AMR near the shock emitting from the end of the bump. The inter-level boundary is highlighted with bold lines. 
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al flux, time stepping, residual and etc. There is no need for the

ubroutines to differentiate on which level a certain cell is, which

eans they behave exactly the same for original cells and refined

ub-cells, e.g. the program is capable of starting from either cells

n the original level or cells on any other levels of refinement. As

ointed out by Bell et al. [9] , the robustness of an AMR method

s measured by how few changes are required when extending it

rom two dimensions to three dimensions. Due to its integration

ith the original code, this AMR method would results in the al-

ost identical code for two dimensional and three dimensional

odes, with appropriate modularizations/object-orientations. It nat-

rally incorporates into the moving/deforming mesh strategies and

mposes no extra restriction, simply through updating its Jacobian

n Eq. 6 . 

There are concerns that arise in the fast growth of cell ID

ithin the global integer indexing space. The fast growing ID num-

er resulted from the hierarchical relationship in Fig. 2 is cru-

ial to ensure direct addressing. We can use a simple calculation

o determine the limit of available levels of refinement in this

MR method. The global integer indexing space, i.e. cell IDs, is

ounded by integer representation in the compilers. If using 8-bit

nteger representation, the total number of cells is limited by the

T  
ollowing condition in order to avoid array index overstepping, 

n l 
 

i =0 

4 

i · N 0 ≤ 2 

31 − 1 , (21)

here n l is the total levels of refinements, N 0 is the number of

ells in the original level. For a 2D case with N 0 = 10 , 0 0 0 , which is

sually sufficient to capture the vortical structures in low to mod-

rate Mach number flows, it would take 24 levels of refinement

efore it runs out of integer space. If more degrees of freedom

re needed, which is already a considerably heavy load for a single

rocessor, one can resort to parallelization for optimal speed. Due

o its integration with the original code, it will be straightforward

o parallelize the AMR data structure. 

To quantitatively study the efficiency of using AMR method, We

ill compare the required wall time of AMR girds and uniformly

efined grids, by testing an example case in Section 4.3 , a circular

ump in a supersonic channel flow on a 20 × 60 grid. The pres-

ure contour t = 10 . 0 s is shown in Fig. 8 , where two shocks stem

rom the front and back of the circular bump. The highlighted area

s the location that we show the effect of multilevel AMR on the

riginal grid. Five sets of AMR-uniform comparison are conducted.

he AMR cases have maximum LoR set to 1–5 (the original grid is



24 J. Yang et al. / Computers and Fluids 139 (2016) 17–35 

Table 1 

Comparison of wall time (second) between AMR grids and uni- 

formly refined grids . 

Lv 1 Lv 2 Lv 3 Lv 4 Lv 5 

AMR 857 1440 5904 27,896 61,882 

Uniform 2439 9386 72,881 675,770 2,70 0,50 0 

Speed-up 2.85 6.52 12.34 24.23 43.64 

Fig. 10. Comparison of speed-up across multiple maximum LOR. 

Fig. 11. (a) non-conforming interface emerges from subdomain refinement (b) il- 

lustration of contributing subdomain � and mortars �. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Communication (a) left subdomainz to mortars (b) mortars to left subdo- 
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considered on level 0). The reference group are uniformly refined

to achieve the same resolution around the shock discontinuity, i.e.

grid resolution from 40 × 120 to 640 × 3840. The wall times are

measured by the time elapsed from the start to t = 10 . 0 s. A con-

sistent time step for the cases with various levels of refinement

is employed, which is the one that is able to stablize the 5-level

AMR case. Refinement criterion is non-zero artificial bulk viscos-

ity, which is evaluated over iterations for �t = 0 . 1 s. Detailed anal-

ysis will be given in Section 4.3 . The wall time and speed-up effect

are tabulated in Table 1 . Flow region with high gradients such as

shock discontinuities demands higher grid density for better reso-

lution as well as stabilization. AMR method can dynamically con-

centrate computing resources near shock discontinuities, therefore

it can achieve the same resolution as uniformly refined mesh with

far less cell count. When using 5-level AMR (6 levels in total), as

shown in Table 1 , a gain of speed-up can be achieved as high as

43. 

We define element ratio as N ref, i / N avg, i on level i , where N avg, i 

is the average cell count occurred during the simulation. The corre-

lation between speed-up and element ratio across level 1–5 AMR

is plotted Fig. 10 . Each new level of refined grid will create AMR

overheads and non-conforming interfaces. The AMR overheads in-

clude time spent on evaluating refining/coarsening criteria, project-

ing data between cells on different LoR and maintaining compact
emory layout. It is expected that the speed-up across multilevel

MR will be lower than the ideal speed-up slope as more levels

re involved. Nevertheless, as shown in Table 1 , the gain in speed-

p as the maximum LoR allowed increases always outweighs cost

f the resulted AMR overheads and non-conforming interfaces. In

act, the more levels are involved, the more it will benefit the

peed-up performance. 

.3. Mortar method 

Mavriplis [31] first introduced this method to handle commu-

ication between non-conforming interface. Kopriva [26] adapted

t for solveing compressible flows on fixed, structured grids. Zhang

nd Liang [4 8,4 9] extended it to curved sliding interface. A exam-

le of subdomain refinement is given in Fig. 11 to demonstrate the

rocedure of Mortar method. Instead of interpolating flux points

n either side of the interface to ensure a point-to-point commu-

ication, a L 2 projection is used to project the flux back and forth

etween the subdomains and the mortars. It subsequently satisfies

lobal conservation and outflow condition in a hyperbolic system

26] . The mortar is denoted by �, two contribution on each side

f the mortar is denoted by L and R . The complete procedure to

ompute flux on non-conforming interfaces are detailed as below. 

The solution variables on � can be represented by the following

odal form with a Lagrange polynomial basis: 

 

� = 

N ∑ 

j=1 

Q 

�
j h 

�
j (ξ ) , (22)

here ξ ∈ [0, 1]. If maintaining the same solution/flux points con-

guration as well as polynomial order, solution variables on mor-

ars can be defined as 

 

� = 

N ∑ 

j=1 

Q 

�
j h 

�
j (z) , (23)

here z ∈ [0, 1], z and ξ are related by ξ L = o L + s L z in which o L 

nd s L are the offset and scale of the mortar with respect to left

ubdomain as shown in Fig. 12 (b). 

.3.1. Subdomain → mortar projection 

An unweighted L 2 projection is used to approximate the extrap-

lated solution on the mortar flux points Q 

�, L from the contribut-

ng subdomain interface. We use Q 

�, L to denotes the discrete val-

es in the vector 
[
Q 

�,L 
1 

, Q 

�,L 
2 

, . . . , Q 

�,L 
N 

]
, and use Q 

�, L ( z ) to denotes

he continuous function. The error between Q 

�, L ( z ) and Q 

�(o + sz)

s required to be orthogonal to the polynomial space 
 1 

0 

(Q 

�,L (z) − Q 

�(o + sz)) h 

�
j dz = 0 , j = 1 , 2 , . . . , N. (24)

n matrix form, the approximation on mortar flux points is com-

uted by 

 

�,L = P 

�→ �Q 

� = M 

−1 S �→ �Q 

�. (25)

he projection matrix P is the product of M 

−1 and S 

 i, j = 

∫ 1 

h 

�
j h 

�
i dz, i, j = 1 , 2 , . . . , N, (26)
0 
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Fig. 13. Euler vortex flow. Vortex moves rightward and horizontally. 

Table 2 

Order of accuracy, Euler vortex, lv 1, AMR. 

lv 1 N = 3 N = 4 

Cells L2 Order L2 Order 

400 1.052E-4 - 1.487E-5 - 

1600 1.270E-5 3.050 8.576E-7 4.115 

3600 4.122E-6 2.949 1.662E-7 4.047 

Table 3 

Order of accuracy, Euler vortex, lv 1, AMR + grid 

motion. 

lv 1 N = 3 N = 4 

Cells L2 Order L2 Order 

400 2.556E-4 - 3.106E-5 - 

1600 3.495E-5 2.870 2.091E-6 3.893 

3600 1.114E-5 2.819 4.432E-7 3.826 
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�→ �
i, j = 

∫ 1 

0 

h 

�
j h 

�
i (o + sz) dz, i, j = 1 , 2 , . . . , N. (27)

ince the right subdomains in Fig. 12 (b) have cell boundaries that

oincide with the mortars, the projection matrix will become iden-

ity matrix. Applying the same principle, we can also get the com-

utational inviscid flux ˜ F �,L 
in v , 

˜ F 
�1 ,R 

in v and 

˜ F 
�2 ,R 

in v , which are required

o construct the Riemann solver. 

.3.2. Mortar → subdomain projection 

Projecting back to the left subdomain involves two contributing

ortars. After obtaining the common inviscid flux by a Riemann

olver, the same procedure is applied to maintain the best approx-

mation in a least-squares sense 

 o 2 

0 

( ̃  F �in v (ξ ) −˜ F �1 

in v (z)) h 

�
j dξ

+ 

∫ 1 

o 

( ̃  F �in v (ξ ) −˜ F �2 

in v (z)) h 

�
j dξ = 0 , j = 1 , 2 , . . . , N. (28) 
2 
he fluxes on the subdomain interfaces and mortars are computed

y 

 

 

�
in v = 

2 ∑ 

k =1 

P 

�k → �˜ F 
�k 

in v = 

2 ∑ 

k =1 

s k M 

−1 S �k → �˜ F 
�k 

in v , (29)

here s k is the scaling, M is identical to Eq. 25 , and S �k → � is the

ranspose of S �→ �k . 

.4. Artificial diffusivity 

High-order method gives rise to spurious oscillation near shock

iscontinuities. The main idea of AD method is to artificially add

umerical dissipation to counter the spurious oscillation in the

roubled region. In the present formulation, the artificial viscous

tress assume the same form as Navier-Stokes viscous stress, which

akes it physically consistent on the PDE level, expressed as 

 ad = 

⎧ ⎪ ⎨ ⎪ ⎩ 

0 

τxx 

τxy 

uτxx + v τyx + kT x 

⎫ ⎪ ⎬ ⎪ ⎭ 

, (30) 

 ad = 

⎧ ⎪ ⎨ ⎪ ⎩ 

0 

τxx 

τxy 

uτxy + v τyy + kT y 

⎫ ⎪ ⎬ ⎪ ⎭ 

, (31) 

here the viscous stress tensor is 

i j = μ

(
∂u i 

∂x j 
+ 

∂u j 

∂x i 
− 2 

3 

∂u k 

∂x k 
δi j 

)
+ β

∂u k 

∂x k 
δi j . (32) 

The discretization for artificially added viscous flux ˜ F v is 
ad 

(Q , ∇Q )

afterisoparametric mapping, Section 2 ) is similar to the BR2

cheme by Bassi et al [7] . The procedures are listed in the follow-

ng steps. We use ˜ F v to represent the viscous flux for abbreviation.

1. Compute the common value of Q 

com at the cell interface with a

simple averaging 1 
2 (Q 

− + Q 

+ ) 
2. Compute the corrected ∇Q with the similar approach as de-

scribed in Eq. 19 from the draft paper, ∇ Q 

c, − = ∇ Q 

− + r − and
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Fig. 14. Euler vortex flow. Vortex moves rightward and horizontally. 
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c, + = ∇ Q 

+ + r + . r − is determined by Eq. 19 , can be ex-

pressed as 

[ 
Q 

com 

j− 1 
2 

− Q j (0) 
] 

g ′ 
LB 

(ξ ) 

3. Compute the common value of ∇ Q 

com = 

1 
2 (∇ Q 

c, + + ∇ Q 

c, −) ,

and obtain the common value ̃  F v ,com (Q 

com , ∇Q 

com ) 

4. Reconstruct the viscous flux by 

 F v ,c (ξ ) = ̃

 F v (ξ ) + 

[ ˜ F v ,com 

j− 1 
2 

−˜ F j (0) 
] 

g LB (ξ ) + 

[ ˜ F v ,com 

j+ 1 2 

−˜ F j (1) 
] 

g RB (ξ )

(33)

The localized artificial transport coefficients (subscript �) are

added to the physical transport coefficient (subscript f ) 

μ = μ f + μ�, 

β = β f + β�, (34)

k = k f + k �, 
r  
n which μ is the shear viscosity, β is the bulk viscosity, and k is

he thermal conductivity. And these artificial transport coefficients

re defined as follow: 

� = C μρ

∣∣∣∣∣ 2 ∑ 

l=1 

2 ∑ 

m =1 

�r+2 
l 

( 
∂ξl 

∂x m 

) r 
∂ r S rt 

∂ξ r 
l 

∣∣∣∣∣, 
β� = C βρ

∣∣∣∣∣ 2 ∑ 

l=1 

2 ∑ 

m =1 

�r+2 
l 

( 
∂ξl 

∂x m 

) r 
∂ r (∇ · u ) 

∂ξ r 
l 

∣∣∣∣∣, (35)

k � = C k 
ρc s 

T 

∣∣∣∣∣ 2 ∑ 

l=1 

2 ∑ 

m =1 

�r+2 
l 

( 
∂ξl 

∂x m 

) r 
∂ r e 

∂ξ r 
l 

∣∣∣∣∣, 
here C μ, C β , C k are user-defined value, �l is the physical grid

pacing along a grid line in ξ l direction, and magnitude of strain

ate tensor S rt , dilatation ∇ · u and internal energy e are used
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Fig. 15. AMR + prescribed grid motion, tracing the vortex within a cycle of its movement. 
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s sensors. The overbar denotes a restriction-prolongation filter

36] to smooth the representation of the artificial transport coeffi-

ients. The AD terms calculated by above formulation is essentially

f order O(�r+2 ) in smooth region and O(�) around shocks. In

he case of sufficiently high r (4 and above), it eliminates the need

or a switch to trun off the artifical bulk viscosity in regions of

xpansion fan. It is suggested to use r = 0 for curvilinear or un-

tructrued grids due to the inaccurate calculation of the lapalacian

erm in the formulation. For r = 0 , artificial conductivity becomes

nvalid and the formulation is reduced to 

� = C μρ| �2 S rt | , 
β� = C βρs β | �2 (∇ · u ) | , (36) 

here s β the switch, following Bhagatwala and Lele [12] , it will

nact bulk viscosity only when detecting strong dilatation 

 = 0 . 5(1 − tanh (2 + 20 · �∇ · u )) . (37)
β c 
. Numerical tests 

In this section, a five-stage forth order Runge-Kutta method for

ime stepping [39] is used for all test cases. 

.1. Euler vortex flow 

In an Euler vortex problem [15] , the flow field, which is es-

entially a superposition of an isentropic vortex and a background

ow, can be prescribed analytically 

 = U ∞ 

{
cos θ − εy r 

r c 
exp 

(
1 − x 2 r − y 2 r 

2 r 2 c 

)}
(38) 

 = U ∞ 

{
sin θ + 

εx r 

r c 
exp 

(
1 − x 2 r − y 2 r 

2 r 2 c 

)}
(39) 
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Fig. 16. Grid of NLR7301. 

Fig. 17. Verification on shock-capturing with AD method, comparison of pressure 

coefficient. 

 

 

 

 

 

 

 

 

Fig. 18. Grid motion of 2-level refinement. 
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ρ = ρ∞ 

{
1 − (γ − 1)(εM ∞ 

) 2 

2 

exp 

(
1 − x 2 r − y 2 r 

r 2 c 

)} 1 
γ −1 

(40)

p = p ∞ 

{
1 − (γ − 1)(εM ∞ 

) 2 

2 

exp 

(
1 − x 2 r − y 2 r 

r 2 c 

)} γ
γ −1 

(41)

where U ∞ 

, ρ∞ 

, p ∞ 

, M ∞ 

represent mean flow speed, density, pres-

sure and Mach number, respectively. θ is the direction of the mean

flow, along which the vortex will be carried, ε and r c are the vor-

tex strength and size. The relative coordinates ( x r , y r ) are defined

as 

x r = x − x 0 − ū t, (42)

y r = y − y 0 − v̄ t, (43)
 T  
here ū = U ∞ 

cos θ, v̄ = U ∞ 

sin θ are the x and y components of

he mean velocity, ( x 0 , y 0 ) is the initial position of the vortex. The

xact solution of Euler vortex within a square domain (0 ≤ x, y ≤
 ) with periodic boundary conditions can be achieved by correcting

he relative coordinates as following: 

 r = x r − � x r + x 0 
L 

 · L, (44)

 r = y r − � y r + y 0 
L 

 · L, (45)

here � x  is the floor operator, it gives the largest integer that is

ot greater than a real number x , the x r and y r on the right hand

ide are from Eqs. (42) and (43) . 

This test case is set up as (U ∞ 

, ρ∞ 

, p ∞ 

) = (1 , 1 , 1) , Mach num-

er of M ∞ 

= 0 . 3 , flow direction θ = arctan (0) , vortex strength and

ize ε = 1 , r c = 1 . The domain size is 0 ≤ x, y ≤ 10 (i.e. L = 10 ).

he vortex is initially placed at the domain center. Periodic bound-
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Fig. 19. Pressure contour comparison, (a) no refinement (b) 1-level refinement (c) 2-level refinement. 

Fig. 20. Bulk viscosity contour comparison, (a) no refinement (b) 1-level refinement (c) 2-level refinement. 
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ry conditions are applied in both x and y directions. A density

ontour plot under this setting is shown in Fig. 13 . 

The purpose of this case is to test that if the L 2 norm error

s reduced as expected when the mesh is refined. In the first set

f tests, AMR is tested on stationary grids, employing a sensor of

ensity gradient. Therefore, AMR will refined the region occupied
y the Euler Vortex and follows its motion. The resulted AMR grid

s shown in Fig. 14 as the vortex completes a cycle of its periodic

otion. The L 2 norm errors and orders are tabulated in Table 2 . It

ndicates that order of accuracy is maintained in the AMR-enabled

olver, with the help of the proposed way of managing AMR cells

nd the L 2 projection between fine and coarse level of grids. 
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Fig. 21. Convergence history of the supersonic bump. 

Fig. 22. Comparison pressure contour between (a) no refinement vs. (b) 2-level re- 

finement. NACA0012, Ma = 0 . 8 , α = 1 . 25 ◦ . 
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The second set of tests aims to further test the integration of

MR and mortar method, higher-order solver and moving/sliding

rids. The grid motion is prescribed analytically 

 (x 0 , y 0 , t) = x 0 + sin (πx 0 / 5) sin (πy 0 / 5) sin (4 πt/t 0 ) (46)

 (x 0 , y 0 , t) = y 0 + sin (πx 0 / 5) sin (πy 0 / 5) sin (8 πt/t 0 ) (47)

he same gradient based sensor is used to identify the region of

efinement. The combined effect is captured in Fig. 15 . The results

n Table 3 shows that the integrated solver is able to retain high-

rder accuracy when the grid undergoes complicated alteration. 

.2. Transonic flow over NLR7301 

This numerical verification aims to compare the effectiveness

f the shock-capturing scheme, AD method, to two sources of es-

ablished results. The flow field of transonic flow over a two-

imensional supercritical airfoil NLR7301 is calculated to see how

ell and accurately the shock profile can be captured. The bound-

ry condition is set up as free-stream Mach number Ma ∞ 

= 0 . 7

nd the airfoil is positioned at angle of attack α = 3 ◦. The AD

olver is set up with C β = 1 . 0 at N = 3 . The two sources are: Bauer,

arabedian, Korn and Jameson [8] approached this case with a po-

ential solver, utilizing a non-conservative shock-capturing scheme,

nd Magnus [30] used finite difference method and Lax-Wendroff

cheme to obtain the solution to the Euler equations. In our so-

ution, the flow tangency condition is enforced on airfoil surface.

 characteristic based far-field boundary condition [21] is used to

revent outgoing waves from being reflected back into the domain,

here entropy and tangent velocity are specified as free-stream

alue at the inlet, while extrapolated at the outlet. A non-reflective

oundary condition is even more important in unsteady transonic

ases, it can eliminate unnecessary disturbance from the numerical

oundary, Fig. 16 . 

The comparison of airfoil surface pressure coefficient is drawn

n Fig. 17 . It shows that the AD method leads to good agreement

ith the potential and Euler solvers. The only difference between

he two numerical solvers and the potential solver lies right behind

he shock wave. Pressure will increase and Mach number will de-

rease ahead of the shock as the flow approaches it. According to

ankine-Hugoniot jump conditions, the pressure behind the shock

ust be balanced by the flow curvature required by the airfoil.

his is only possible if the shock wave has infinite curvature at
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Fig. 23. Comparison bulk viscosity contour between (a) no refinement vs. (b) 2- 

level refinement. NACA0012, Ma = 0 . 8 , α = 1 . 25 ◦ . 
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ts foot (normal to the airfoil) [42] . This results in a rapid expan-

ion at the shock foot, and is demonstrated as the so-called Zierep

usp. The discrepancy is due to numerical diffusion arising from

he spatial discretization scheme of the Euler equations. Therefore

he expansion does not occur as fast as in the potential solver. 

The Roe solver [37] is tested for the influence of the choice of

iemann solver on the solution. With identical case settings in the

urrent framework, we find no noticeable difference than the pres-

ure coefficient plot shown in Fig. 17 . 

.3. Supersonic flow over a bump 

This test case relies on both AMR and AD to stabilize the so-

ution and acquires better resolution of shock discontinuities. The

ow field is a 2D channel with a circular bump in the middle, with

 dimension of 1 by 3, and radius r = 1 . 3 respectively. The incom-

ng flow has Mach number Ma = 1 . 4 . After the flow field reaches

tabilized state, it would present two shocks, initiating from two

dges from the bump. The shocks will reflect when it travels to the
pper and lower walls. At N = 3 and C β = 0 . 3 , the pressure distri-

ution is shown in Fig. 19 (a). With the help of AD alone, we are

ble to stabilize the solution and capture the shocks fairly well.

lthough, the shocks still smear over a number of grids, and the

esolution at the intercepting point and reflecting points need im-

rovement ( Fig. 9 ). 

Then we join the AD with AMR to further facilitate capturing

he shocks. As is shown in Fig. 18 , the sensor accurately directs

he AMR solver to subdividing cells along the path of the shocks.

he results are shown in Fig. 19 (b), (c) and Fig. 20 (b), (c). The im-

rovements over no AMR ( Fig. 19 (a) and Fig. 20 is substantial. The

hock profile is sharply defined, no smearing can be seen in the

olution. The amount of AD is further limited, therefore errors in-

roduced by numerical dissipation is minimized as well. We eval-

ate the contour plots at the point that the solution has already

een stabilized due to its complex shock structure to demonstrate

he power of AD and AMR . A Local Mesh Refinement (LMR) may

e able to achieve similar effect. But LMR acts on the flow field

roduced by the main solver which is not given any attention dur-

ng the calculation, AMR is able to correct the solution all the way

long. Besides, if any transient state is of interest, LMR is not as

exible as AMR, since it can only be applied on one specific time

nstant. 

The convergence history is plotted in Fig. 21 . The time step

ize �t = 1 × 10 −4 , the duration of the simulation is 8 × 10 4 it-

rations, the convergence history of the first and last 10,0 0 0 steps

re shown here. Towards the end, when the shock structure is sta-

lized, the shock sensor is triggered much less often. In the mean-

hile, the residual is driven to a low magnitude ( 10 −6 ). 

.4. Transonic Flow over Oscillating NACA0012 Airfoil 

In the transonic flow regime, the airfoil will experience complex

uid mechanical phenomenons. Some of those, such as, flutter and

uffeting, are detrimental and can lead to the system failure in the

tructural perspective. Others like unsteady pressure load, can still

ot be accurately predicted [14] . As a precursor to a fully-fledged

imulation of Shock/Boundary-Layer interaction or transonic buf-

eting, this test case intends to study the modes of oscillating

hocks. The capability of capturing shock on moving/deforming

rids in our methods makes it well suited to an oscillating wing

nduced moving shock. 

Tijdeman [41] gave an extensive account of different motions

f shocks that will possibly occur on an airfoil that undergoes a

itching motion. He summarized three type of periodic shock os-

illations from his pioneering experimental study. Magnus [30] re-

overed the shock motion numerically from an inviscid, transonic

imulation. In this test, we also aim to recover two types of peri-

dic shock oscillation, namely Type A and Type B. Following Tijde-

an’s classification, Type A shock is present during the entire sinu-

oidal motion of the airfoil, while Type B shock will be interrupted

nd partially disappear. A NACA0012 airfoil is placed in a flow field

here the far-field Mach number Ma ∞ 

= 0 . 8 . The airfoil has an ini-

ial angle of attack α = 1 . 25 ◦, it can pitch at a center locates at

 c = 0 . 4 Chord, with the maximum pitching angle �αmax = 1 ◦, at a

requency ω = 10 Hz. The same numerical boundary condition as in

ection 4.2 is imposed. The pressure contour in Fig. 22 (a) shows

he flow field at neutral pitching angle. A strong shock on the up-

er surface and a weak shock at lower surface are present simul-

aneously. An additional validation of lift, drag and pressure coeffi-

ient of the static case with angle of attack fixed at AoA = 1 . 25 ◦ is

ocumented in Appendix . 

To capture the best representation of shocks and their motions,

 combination of AD and 2-level AMR is firstly implemented. AD

n this case has coefficient C β = 0 . 5 , C μ = 0 at order N = 4 . The

omparison of pressure and bulk viscosity contour at α = 1 . 25 ◦ are
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Fig. 24. Grid motion of 2-level refinement within a cycle of the oscillating airfoil. Angle of attack α in sub-figure (a)–(d) is indicated by its corresponding location in the 

graph of periodic motion in (e). 
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Fig. 25. Pressure coefficient C p over a period of oscillating. The jumps on the upper 

and lower surfaces indicates that the shocks are moving periodically. 
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Fig. 26. The evolution of pressure coefficient along the lower surface. Locations that 

are being monitored are indicated by black dots in NACA0012 profile. C p present 

periodic motion as the airfoil pitches sinusoidally. 

Fig. 27. Lift coefficient C l and moment coefficient C m moves sinusoidally despite the 

presence of shocks. 
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hown in Fig. 22 and 23 , between no refinement and 2-level AMR.

n Fig. 22 (a), around the shock foot of the upper surface, pres-

ure jump at shock discontinuity spans over a finite fraction of the

hord. When 2-level AMR is enabled, the same region in Fig. 22 (b).

heisopressure lines are essentially clustered together, which will

ontribute to form a sharp shock front. The forward-inclined shock

as a clearer presentation after 2-level AMR. Fig. 23 tells the story

hat how AMR is able to further assist capturing the shocks. The

D sensor directs AMR to do a 2-level refinement at the shock re-

ion. After this 2-level AMR, the AD solver is provided with a finer

rid, on which the amount of AD needed is calculated. As shown

n Fig. 23 , the amount of numerical dissipation added to the flow

eld is reduced by an order of magnitude. 

How AMR responds to the sensor and perform 2-level refine-

ent continuously throughout the periodic motion of the airfoil

s laid out in Fig. 24 . The corresponding variation of angle of at-

ack �α in sub-figure (a)–(d) is illustrated in sub-figure (e). Due

o the accurate detection of shocks, the refined regions closely fol-

ow the shocks, and themselves alone can describe the motion of

hocks. The shock on the lower surface has a different behaviour

han the one on the upper surface. Fig. 24 (a)–(d) shows that this

hock grows and diminishes as the airfoil oscillates. This shock will

isappear and not be detected in part of the cycle. 

In fact, its motion is periodic. This is made clear in the plot

f pressure coefficient around the airfoil surface as in Fig. 25 . C p is

ecorded by a interval of �t = 0 . 2 T . The jump on the lower surface

as a larger displacement than the jump on the upper surface. And

t demonstrates evidently a periodic motion. 

Time evolution of surface pressure is sampled over the lower

urface in Fig. 26 . In the middle region, the 3rd, 4th and 5th sam-

ling points, where the shock sweeps back and forth, show peri-

dic yet irregular pressure variation, due to the non-linear effect

n unsteady transonic flow. Away from this region, the pressure

ariation is almost sinusoidal. This is consistent with observations

n the experiments [32,42] . The overall aerodynamic loads (lift C l 
nd moment C m 

) are recorded in Fig. 27 . The aforementioned ex-

erimental observation and measurements also point out that the

ift and moment will vary nearly sinusoidally at low to moderate

educed frequency, which is dependent on Mach number Ma and

requency ω. Despite the presence of strong shocks, the oscillating
otion of the airfoil results in linear contribution to the overall

erodynamic load. 

. Concluding remarks 

We have presented an integrated framework which combines

igh-order FR method, AMR and AD methods for the purpose

f shock-capturing on dynamic grids. For this purpose, AMR and

D methods reinforce each other. AD detects the shock and di-

ects AMR algorithm to refine the target regions, and AMR sub-

ivides the neighbouring cells, lowers the required amount AD,

herefore minimize the error from introducing numerical dissipa-

ion. Despite the complex manipulation of the mesh, this method

s able to retain high-order accuracy for smooth flows. Its capa-

ility of acquiring accurate and sharp solutions of the shock dis-

ontinuities is demonstrated through various test cases, including
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transonic oscillating airfoil. The robust data structure ensures per-

forming AMR on moving/deforming mesh efficiently. Due to its

direct-addressing nature and compact memory layout, the solver

can achieve a speed-up as high as 43 compared to using a uni-

formly refined mesh. These merits make this framework well-

suited for complex physical phenomenon, such as Shock/boundary-

layer interaction and space weather modelling. 
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Appendix 

The static transonic NACA0012 case shares the same setup as

the case in Section 4.4 with angle of attack fixed at AoA = 1 . 25 ◦.

The domain has a circular inlet placed 50 c ahead of the airfoil. Far-

field boundary condition is enforced to avoid reflection of sound

wave back into the domain. In Fig. A.28 , the resulted pressure co-

efficient is compared with [22] . 

Table A.4 compares the lift and drag coefficient with two other

sources of literature [4,45] . A N = 2 simulation is used for compar-

ison, given the three sources all use either finite volume method

or low order polynomial base. The current approach of AMR + AD

shows good agreement with the reference value from the litera-
ture. 

Table A1 

Lift and drag coefficient of NACA0012 at Ma = 0 . 8 and AoA = 1 . 25 ◦ . 

current (N = 2) Jameson [22] Yano et al. [45] Balan et al. [4] 

Cl 0.35193 0.3688 0.35169 0.35291 

Cd 0.022705 0.023600 0.022628 0.022746 

 

 

 

 

Fig. A.28. Pressure coeffi
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